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Abstract 

Introduction: Poverty alleviation is a key focus in Indonesia's national development 

agenda, but the effectiveness of social assistance distribution is often hampered by 

exclusion errors and slow data updates 

Objective: This study aims to conduct a rigorous comparative analysis of the performance 

of three leading machine learning algorithms, namely CatBoost, Random Forest, and 

Support Vector Machine (SVM), in classifying poverty levels in districts/cities in 

Indonesia to improve the accuracy of policy targeting 

Methods: Using a comprehensive dataset from the Central Statistics Agency (BPS) 

covering 11 socio-economic indicators from 514 administrative regions, this study applied 

standard data pre-processing techniques, data sharing using stratified sampling (80% 

trained, 20% tested), and model validation through a 5-Fold Cross-Validation scheme to 

ensure consistency of results. 

Results: The results of the experiment showed that the CatBoost model obtained better 

predictive performance with an Accuracy of 94.17%, F1-Macro of 86.79%, MCC of 73.90%, 

and an AUC-ROC of 95.97%, beating the Random Forest model in terms of generalization 

(Accuracy of 94.17%) and SVM (Accuracy of 86.41%). The main scientific findings from 

the feature importance analysis show that Average School Age, Expenditure per Capita, 

and Access to Decent Sanitation are the three most significant factors that affect the 

poverty conditions of an area. 

Conclusion: This study shows that algorithms that use gradient boosting (CatBoost) are 

more efficient and resilient than bagging or kernel-based methods in overcoming the 

heterogeneity of Indonesian demographic data. The results of this study encourage the 

government to implement a data-based approach in setting program targets, with an 

emphasis on intervention on improving the quality of human resources and basic 

infrastructure. 
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Introduction 

Economic underdevelopment continues to 

be one of the main obstacles in Indonesia's 

national development plan. Data from the 

Central Statistics Agency (BPS) as of March 2024 

shows that the national poverty rate reached 

9.03%, which has an impact on around 25.22 

million people [1]. Although this data reflects a 

downward trend, the Indonesian government 

still targets the elimination of extreme poverty to 

0% by 2024 based on Presidential Instruction 

Number 4 of 2022 [2]. This ambitious goal is in 

line with the global commitment of Sustainable 

Development Goals (SDGs) number 1, namely 

"No Poverty" [3]. These ambitious goals 
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emphasize the need for appropriate and 

immediate policies. 

Although budget allocations for social 

protection programs continue to increase, their 

effectiveness is often eroded by fundamental 

problems in targeting, namely inclusion error 

and exclusion error [4]. This error stems from the 

limitations of traditional poverty identification 

methods that are expensive, time-consuming, 

and often result in data that is no longer 

relevant. In response, the use of Machine 

Learning (ML) presents a different paradigm. 

Machine Learning algorithms excel at 

recognizing complex patterns in large datasets, 

exceeding traditional statistical models [5], [6]. A 

number of previous studies have shown the 

success of the application of Machine Learning. 

Jean [6] utilizing satellite data, while other 

studies examined the application of Neural 

Networks in predicting poverty but often 

encountered overfitting issues on limited 

datasets [7]. In Indonesia, Utomo's research [8] 

and Setyawan [9] implement KNN and Decision 

Tree. However, Handayani's research [10] and 

Saputra [11] noted the importance of special 

treatment of imbalanced datasets that often arise 

in cases of poverty, a crucial issue that was also 

addressed in a comprehensive survey by 

Haixiang [12]. 

Based on these gaps, the study provides 

scientific innovation by directly comparing three 

advanced algorithms: CatBoost, Random Forest, 

and Support Vector Machine (SVM). CatBoost 

was chosen because of its speciality in managing 

categorical features [13], [14], which is often the 

weakness of competitors' algorithms like 

XGBoost in terms  of training  speed [15]. Random 

Forest was chosen for the stability of its ensemble 

[16], [17], and SVM due to its effectiveness in 

high-dimensional spaces [18], [19]. 

The application of Machine Learning in 

poverty studies is becoming very urgent due to 

the limitations of conventional statistical 

methods in capturing the complexity of dynamic 

socio-economic data. Poverty is a multi-

dimensional problem involving non-linear 

relationships between variables that often 

escape the usual linear regression modeling. 

With intelligent computing capabilities, 

machine learning offers a solution to minimize 

exclusion errors more precisely through 

complex data patterns, ensuring social 

assistance can be delivered with much higher 

target accuracy. 

The selection of the three algorithms in this 

study is based on the advantages of their 

respective characteristics in handling poverty 

data. CatBoost was chosen as the lead algorithm 

because of its superior ability to handle 

categorical features automatically and minimize 

overfitting on varied datasets. Random Forest is 

included for its stability through an ensemble 

bagging method that is resistant to data noise, 

while the Support Vector Machine (SVM) is used 

as a reliable comparator in search of the optimal 

hyperplane in high-dimensional spaces. The 

comparison of the three provides 

comprehensive insights into the best approach 

to the characteristics of Indonesia's demographic 

data. 

Method 

Types of research 

This study uses a comparative quantitative 

approach to assess the effectiveness of machine 

learning algorithms in classifying poverty. The 

object of the study covers 514 districts/cities in 

Indonesia by utilizing the latest secondary data 

obtained from the Central Statistics Agency 

(BPS) [1]. The research flow begins with the pre-

processing stage which includes cleaning, 

normalization using StandardScaler, and data 

splitting. The data distribution was carried out 

in an 80:20 ratio using the Stratified Sampling 

method. This method was chosen to ensure that 

the proportion of minority classes remained 

balanced in both subsets, in accordance with 

Kohavi's suggestion for datasets that have [20] 

Unequal class distribution. 
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𝐹𝑡(𝑥) =  𝐹𝑡−1(𝑥) +  𝛼ℎ𝑡(𝑥)           (1) 

 

The final result is determined by a majority 

vote of all trees created, as stated in the equation: 

ŷ = 𝑚𝑜𝑑𝑒 {ℎ1(𝑥), ℎ2(𝑥), … , ℎ𝐵(𝑥)  (2) 

The final prediction is determined by the 

method of the most votes of all the resulting 

trees, as stated in the equation: 

𝜔 ∙ 𝑥 + 𝑏 = 0          (3) 

Guaranteeing that the model obtains an 

optimal hyperplane, the optimization process is 

carried out by reducing the weight norm || 𝜔 || 

provided that each sample of data is 

appropriately classified on the appropriate 

margin side: 

𝑦𝑖(𝜔 ∙  𝑥𝑖 + 𝑏) ≥ 1   (4) 

Model performance was assessed using the 

Accuracy, Precision, Recall, F1-Score, and AUC-

ROC metrics. The use of F1-Score and AUC 

takes precedence over accuracy alone, as it 

provides a more accurate representation of 

unbalanced binary classification situations, as 

evidenced by Chicco and Jurman [21]. 

Validation is performed using 5-Fold Cross-

Validation to ensure that the model has good 

generalization capabilities [22]. 

In addition to standard metrics, the study 

added an evaluation using the Matthews 

Correlation Coefficient (MCC) to ensure the 

validity of the model on a dataset that may be 

unbalanced. The MCC is considered one of the 

most honest metrics for binary classification 

because it effectively accounts for all four 

components of the confusion matrix (True 

Positives, True Negatives, False Positives, and 

False Negatives). MCC values range from -1 to 

+1, where +1 indicates a perfect prediction, 0 

indicates a random prediction, and -1 indicates 

a completely false prediction. 

 

Results and Discussion  

Results 

The dataset used in this study consists of 

12 variables that describe multidimensional 

well-being indicators. Details about the 

predictor and target variables can be seen in 

Table 1. The dataset includes education, health, 

economy, and basic infrastructure indicators 

related to poverty measurement in Indonesia: 

Table 1. Descriptive Statistics of Poverty Indicator Variables 

Variable Rerata (Mean) Std. Deviation Minimum Maximum 

Average School Length (Years) 8.44 1.63 1.42 12.83 

Expenditure per Capita (Thousand Rp) 10,324.79 10,324.79 3,976.00 23,888.00 

Human Development Index (HDI) 69.93 6.50 32.84 87.18 

Life expectancy (years) 69.66 3.45 55.43 77.73 

Access to Decent Sanitation (%) 77.20 18.58 0.00 99.97 

Access to Decent Drinking Water (%) 85.14 15.70 0.00 100.00 

Open Unemployment Rate (%) 5.06 2.64 0.00 13.37 

Labour Force Participation Rate (%) 69.46 6.40 56.39 97.93 

GDP on the basis of constant prices (Rupiah) (%) 21,964.08 47,904.92 147.49 460,081.00 

Comparative evaluation indicated that all 

three models could perform the classification 

well, but there were significant performance 

differences in sensitivity metrics. A summary of 

the model's performance on the test data is 

shown in Table 2 

Table 2. Comparison of Working Metrics of 

Classification Model 

Model 
Accuracy 

(Test) 

F1-

macro 

(Test) 

MCC 

(Test) 

AUC-

ROC 

(Test) 
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CatBoost 94.17% 86.79% 73.90% 95.97% 

Random 

Forest 

94.17% 93.17% 71.70% 96.89% 

SVM 86.41% 87.60% 54.91% 93.22% 

 

Based on Table 2, the results of the 

experiment show a tight performance 

competition between boosting (CatBoost) and 

bagging (Random Forest) based models. Both 

models recorded an identical accuracy rate of 

94.17% on the test data. However, in the context 

of poverty classification that has the 

characteristics of imbalanced data, accuracy 

alone can be biased. 

 Therefore, the evaluation was focused on 

the F1-Macro and Matthews Correlation 

Coefficient (MCC). In both of these metrics, 

CatBoost proved to be superior with an F1-

Macro score of 86.79% and an MCC of 73.90%. 

This identifies that CatBoost is more stable in 

balancing precision and recall between classes 

than Random Forest (MCC 71.70%) and SVM 

(MCC 54.91%). Meanwhile, Random Forest 

recorded a slightly higher AUC-ROC value 

(96.89%), but CatBoost provides better decision 

boundary predictive certainty as indicated by 

the higher MCC value. 

 
Figure 1. Comparison of the Three Model ROC-AUC Curves 

Statistical validation using the Matthews 

Correlation Coefficient (MCC) provides deeper 

insight into the quality of model predictions. 

CatBoost's MCC value of 73.90% is included in 

the strong correlation category. The +0.022 MCC 

point advantage over Random Forest means that 

CatBoost has better generalization capabilities in 

handling False Postive and False Negative cases 

effectively. In contrast, a significant decrease in 

performance was seen in SVM which only 

reached an MCC of 54.91%, confirming that 

hyperpline-based models are less effective in 

handling the complexity of socio-economic 

features than tree-ensemble-based methods.
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(a) 

 

(b) 

 

(c) 
Figure 2. Confusion Matrix untuk Model (a) CatBoost, (b) Random Forest, (c) SVM 

Discussion 

The analysis of the experimental results 

showed that the algorithm based on gradient 

boosting (CatBoost) had a stronger performance 

than the bagging (Random Forest) and 

hyperplane-based (SVM) methods in the context 

of multidimensional poverty data in Indonesia. 

These results are in line with Setyawan's 

research  [9] and Hancock & Khoshgoftaar [14] 

and a comparative study by Ben Jabeur [23] 

which puts gradient boosting algorithms above 

traditional methods in socio-economic data 

analysis. The main scientific results of the 

Feature Importance analysis show the Average 

School Length as the most powerful indicator. 

This corroborates the theory of Human Capital 

and the report from the World Bank [24] which 

states that each additional year in school has a 

great effect on the increase in per capita income. 

Access to Adequate Sanitation is a key 

factor, supporting the Multidimensional 

Poverty Index (MPI) indicator [25]. This is also 

in line with the Asian Development Bank (ADB) 

report [26] which confirms that the lack of basic 

infrastructure is the main cause of structural 

poverty in rural Indonesia. These results show 

that government intervention can not only be in 

the form of cash assistance, but must be 

accompanied by investment in sanitation 

infrastructure 

The important scientific findings of this study 

focus on the analysis of the factors that 

determine poverty. Based on the Feature 

Importance of the CatBoost model (Figure 3), the 

variables Average School Length and 

Expenditure per Capita were detected as the 

most dominant predictors. 

 
Figure 1. Feature Importance Rating of the Model  
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The dominance of the education variable 

(Average School Age) supports the theory of 

Human Capital which states that education 

investment has a direct impact on productivity 

and the ability to get out of poverty. This is 

consistent with Utomo's research in East Nusa 

Tenggara and Arbianti & Suchaina [8], [27] 

which found a close relationship between the 

education index and poverty conditions. In 

addition, the presence of the Decent Sanitation 

Access variable as the third main feature shows 

that poverty in Indonesia is not only related to 

financial aspects, but also to the lack of basic 

infrastructure. These findings support Alkire & 

Santos' argument [25] related to the 

Multidimensional Poverty Index (MPI), where 

lack of access to sanitation is a strong indicator 

of structural poverty. 

Conclusion 

This study has succeeded in meeting the 

objectives of the study by proving that CatBoost 

has the best predictive performance in 

classifying poverty levels in districts/cities in 

Indonesia, with an accuracy of 94.17% and F1-

Macro of 86.79% and MCC of 73.90%. A 

significant scientific finding is the introduction 

of Average School Age, Expenditure per Capita, 

and Access to Decent Sanitation as the most 

important factors influencing poverty status. In 

conclusion, the application of machine learning 

technology, especially gradient boosting 

algorithms such as CatBoost, can substantially 

improve the accuracy and efficiency of poverty 

alleviation programs. The resulting policy 

recommendation is that the government focuses 

on interventions that directly improve human 

quality and living standards through improving 

basic infrastructure. 
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